
ment of PLA2 in other exocytotic events such

as the sperm acrosomal exocytosis (24). Fur-

thermore, a SPAN microinjected into pheo-

chromocytoma cells inhibited neuroexocytosis

(25), presumably because it acted on the cyto-

solic plasma membrane side, inducing an op-

posite membrane configuration. The presence of

clathrin-coated W-shaped structures in SPAN-

poisoned NMJs (4–7) suggested that they also

inhibit synaptic vesicle fission from the plasma

membrane (3, 14). Indeed, the same SPAN-

induced lipid changes promoting membrane

fusion do inhibit membrane fission for the

same physical and topological reasons (17).
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Neural Systems Responding to
Degrees of Uncertainty in Human

Decision-Making
Ming Hsu,1 Meghana Bhatt,1 Ralph Adolphs,1,2

Daniel Tranel,2 Colin F. Camerer1*

Much is known about how people make decisions under varying levels of prob-
ability (risk). Less is known about the neural basis of decision-making when
probabilities are uncertain because of missing information (ambiguity). In
decision theory, ambiguity about probabilities should not affect choices. Using
functional brain imaging, we show that the level of ambiguity in choices cor-
relates positively with activation in the amygdala and orbitofrontal cortex, and
negatively with a striatal system. Moreover, striatal activity correlates positively
with expected reward. Neurological subjects with orbitofrontal lesions were
insensitive to the level of ambiguity and risk in behavioral choices. These data
suggest a general neural circuit responding to degrees of uncertainty, contrary to
decision theory.

In theories of choice under uncertainty used in

social sciences and behavioral ecology, the

only variables that should influence an un-

certain choice are the judged probabilities of

possible outcomes and the evaluation of those

outcomes. But confidence in judged probabil-

ity can vary widely. In some choices, such as

gambling on a roulette wheel, probability can

be confidently judged from relative frequen-

cies, event histories, or an accepted theory. At

the other extreme, such as the chance of a

terrorist attack, probabilities are based on

meager or conflicting evidence, where impor-

tant information is clearly missing. The two

types of uncertain events are often called risky

and ambiguous, respectively. In subjective

expected utility theory, the probabilities of out-

comes should influence choices, whereas

confidence about those probabilities should

not. But experiments show that many people

are more willing to bet on risky outcomes than

on ambiguous ones, holding judged probability

of outcomes constant (1). This empirical aver-

sion to ambiguity motivates a search for neural

distinctions between risk and ambiguity. Here,

we extend the study of the neural basis of

decision under risk to encompass ambiguity.

The difference between risky and ambigu-

ous uncertainty is illustrated by the Ellsberg

paradox (2). Imagine one deck of 20 cards

composed of 10 red and 10 blue cards (the

risky deck). Another deck has 20 red or blue

cards, but the composition of red and blue

cards is completely unknown (the ambiguous

deck). A bet on a color pays a fixed sum (e.g.,

$10) if a card with the chosen color is drawn,

and zero otherwise (Fig. 1A).

Fig. 2. Field emission
scanning electron mi-
croscopy (FESEM) of
cerebellar granular neu-
rons exposed to taipoxin
(6 nM for 60 min) or
mLysoPCþOA (30 mM
for 15 min) at lower (left
panels) and higher (right
panels) magnifications
(A). Identical results
were obtained with
notexin, b-bungarotoxin,
and textilotoxin. Scale
bar, 10 mm (left pan-
els) and 2 mm (right
panels). (B) Cerebellar
neurons were exposed
to 6 nM b-bungarotoxin
for 60 min or to 30 mM
mLysoPCþOA for 15
min and stained with
an antibody specific for the lumenal domain of synaptotagmin I before fixation. Samples were
processed for indirect immunofluorescence without permeabilization; superimposable results were
obtained with notexin, taipoxin, and textilotoxin in cerebellar neurons and hippocampal neurons.
Scale bar, 10 mm.
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In experiments with these choices, many

would rather bet on a red draw from the risky

deck than on a red draw from the ambiguous

deck, and similarly for blue (3, 4). If betting

preferences are determined only by probabil-

ities and associated payoffs, this pattern is a

paradox. In theory, disliking the bet on a red

draw from the ambiguous deck implies that its

subjective probability is lower EP
amb

(red) G
P

risk
(red)^. The same aversion for the blue bets

implies P
amb

(blue) G P
risk

(blue). But these in-

equalities, and the fact that the probabilities of

red and blue must sum to 1 for each deck, im-

ply 1 0 P
amb

(red) þ P
amb

(blue) G P
risk

(red) þ
P

risk
(blue) 0 1, a contradiction. The paradox

can be resolved by allowing choices to depend

both on subjective probabilities of events and

on the ambiguity of those events (5–7). More

generally, choices can depend on how much

relevant information is missing or how igno-

rant people feel compared to others (8, 9).

We explored the neural differences with

varying levels of uncertainty by using a com-

bination of data from functional magnetic

resonance imaging (fMRI) and behavioral data

from lesion patients. This study builds on pre-

vious findings in neuroscience on reward and

uncertainty. In particular, we focus on the stria-

tum, which has been implicated in reward an-

ticipation (10); the orbitofrontal cortex (OFC),

where patients with lesions perform poorly on

behavioral tasks involving uncertainty, such as

the Iowa gambling task (11); and the amygda-

la, which responds to ambiguous facial cues

and has been hypothesized as a generalized

vigilance module in the brain (12–14).

The fMRI study used three experimental

treatments: The Card-Deck treatment is a base-

line pitting pure risk (where probabilities are

known with certainty) against pure ambiguity.

The Knowledge treatment uses choices about

events and facts, which fall along a spectrum

from risk to ambiguity. In the Informed Op-

ponent treatment, the subject bets against another

person who has seen a sample of cards from the

deck. This opponent is therefore better informed

about the contents of the ambiguous deck (15).

This condition corresponds to a commonly pos-

ited theory of ambiguity aversion: Even when

there is no informed opponent, people act as if

there is (16). All three treatments have one con-

dition where the subject is missing information

(ambiguity) relative to the other condition (risk).

Subjects made 48 choices in each treatment

between certain amounts of money and bets on

card decks or events (17). The amounts of the

certain payoff and the bet payoff varied across

trials. In the Card-Deck and Informed Oppo-

nent treatments, the number and proportions of

cards also varied. We estimated a general lin-

ear model (GLM) using standard regression

techniques (17). Two primary regressors were

used for each treatment—one for ambiguity

trials and one for risky trials—beginning at the

onset of the stimulus and ending at the time of

decision. To find regions differentially acti-

vated by ambiguity and risk, we performed a

random-effects analysis pooling all three treat-

ments, correcting for nonsphericity (17).

Regions that were more active during the

ambiguous condition relative to the risk condi-

A Card-Deck B Knowledge C Informed Opponent
R

is
k

A
m

bi
gu

ity

Or

20

$10

$3

Or

10

$10

$3

10

Or

20

$10

$3

Your opponent will draw 3

Or

$10

$3

Your opponent will draw 0

Or

$10

$3

The high temperature 
in Dushanbe, Tajikistan 
on November 7, 2003 
is above 50 Fahrenheit.

Yes No

Or

$10

$3

The high temperature 
in New York City, NY 
on November 7, 2003 
is above 50 Fahrenheit.

Yes No

20

Fig. 1. Sample screens from the experiment. The conditions in the top panel are called ambiguous
because the subject is missing relevant information that is available in the risk conditions (bottom
panel). Subjects always choose between betting on one of the two options on the left side or
taking the certain payoff on the right. (A) Card-Deck treatment: Ambiguity is not knowing the
exact proportion; risk is knowing the number of cards (indicated by numbers above each deck). (B)
Knowledge treatment: Ambiguity is knowing less about the uncertain events (e.g., Tajikistan) relative
to risk (e.g., New York City). (C) Informed Opponent treatment: Ambiguity is betting against an
opponent who has more information (who drew a three-card sample from the deck) than in risk
(where the opponent drew no cards from the deck). Bets win if subject chooses the realized color and
opponent chooses the opposite color; otherwise, both take the certain payoff [see (17)].
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Fig. 2. Regions showing greater activation in response to ambiguity than in response to risk. Random-
effects analysis of all three treatments revealed regions that are differentially activated in decision-
making under ambiguity relative to risk (P e 0.001, uncorrected; cluster size k Q 10 voxels). These
regions include (A) left amygdala and right amygdala/parahippocampal gyrus (coronal section shown
at y 0 7 in MNI space; heat map represents t statistic with 42 degrees of freedom) and (B) bilateral
OFC. (C) Mean time courses of amygdala and OFC (time synched to trial onset, dashed vertical lines
are mean decision times; error bars are SEM; n 0 16).
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tion included the OFC and amygdala (Fig. 2A)

and the dorsomedial prefrontal cortex (DMPFC)

(fig. S8 and table S7). These areas have been

implicated in integration of emotional and cog-

nitive input (OFC) (18), reaction to emotional

information (amygdala) (19–21), and modulation

of amygdala activity (DMPFC) (12). Areas ac-

tivated during the risk condition relative to

ambiguity include the dorsal striatum (caudate

nucleus) (Fig. 3A). Furthermore, the dorsal

striatal activations were also correlated with

the expected value of actual choices (Fig. 3C),

whereas no such correlation was observed in

the OFC or amygdala (tables S11 and S12).

This, together with other studies implicating the

dorsal striatum in reward prediction (10, 22–24),

supports the hypothesis that ambiguity lowers

the anticipated reward of decisions.

Time courses showed different patterns of

activation in the ambiguity 9 risk and risk 9
ambiguity regions. Whereas the amygdala and

OFC reacted rapidly at the onset of the trial (Fig.

2C), the dorsal striatum activity built more

slowly (Fig. 3B) (fig. S4) and peaked signifi-

cantly later (fig. S7) than those of the amygdala

and OFC. This difference was present in all

three experimental treatments (figs. S3 and S4)

and appeared to be independent of subjects_
choices (fig. S6) (25). The temporal difference

between these ambiguity and risk regions is

consistent with the presence of two interacting

systems—a Bvigilance[/evaluation system in

the amygdala (26) and OFC, which responds

more rapidly to the stimuli and grades un-

certainty, and a reward-anticipation system in

the striatum that is further downstream.

Parameters measuring ambiguity and risk

aversion (g and r, respectively) were estimated

from a nonlinear stochastic model of the

subjects_ choice behavior in our tasks (27).

Ambiguity aversion, measured by g, was pos-

itively correlated with contrast values between

ambiguity and risk (averaged over the three

treatments) in the right OFC (r 0 0.55, P G
0.04, two-tailed) and more weakly in the left

OFC (r 0 0.37, P G 0.2, two-tailed) (17).

To validate the fMRI results and establish that

the OFC plays a necessary role in distinguishing

levels of uncertainty, we conducted behavioral

experiments similar to the card-deck task above,

using a lesion method (17). Twelve neurological

subjects with focal brain lesions were partitioned

into two groups: those whose lesions included the

most significant activation focus in the OFC

revealed in our fMRI study (n 0 5), and a com-

parison group (temporal lobe damage patients)

whose lesions did not overlap with any of our

fMRI foci (n 0 7). The two groups had similar

etiology, IQ, mathematical ability, and perform-

ance on other background tasks (table S15).

Two-dimensional confidence interval anal-

ysis (Fig. 4) showed that frontal patients are

risk- and ambiguity-neutral (i.e., the hypothesis

that g 0 r 0 1 cannot be rejected). This dif-

fered from the comparison group, who ap-

peared to be risk- and ambiguity-averse. The

OFC-lesioned group therefore did not distin-

guish between degrees of uncertainty (ambi-

guity and risk). This is behaviorally abnormal

but is consistent, ironically, with the logic of

subjective expected utility theory.
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Fig. 3. Regions showing greater activation in response to risk than in response to ambiguity. Random-
effects analysis of all three treatments revealed brain regions that are differentially activated in
decision-making under risk. These regions include (A) dorsal striatum, as well as precuneus and
premotor cortex (table S8) (P e 0.001, uncorrected; cluster size k Q 10 voxels.) (B) Mean time courses
for risk regions (time synched to trial onset, dashed vertical lines are mean decision times; error bars
are SEM; n 0 16). (C) Regions of the dorsal striatum significantly correlated with expected values of
subjects’ choices in risk condition of Card-Deck treatment (red) and both risk and ambiguity
conditions of Knowledge treatment (blue) (P G 0.005, uncorrected; cluster size k Q 10 voxels).
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Together with the fMRI results, these data

suggest a neural system for evaluating general

uncertainty. Both the amygdala and OFC are

known to receive rapid, multimodal sensory in-

put; both are bidirectionally connected and are

known to function together in evaluating the val-

ue of stimuli (28); and both are likely involved in

detecting salient and relevant stimuli of uncertain

value. The latter function has been hypothesized

especially for the amygdala (26, 29). Such a

function also provides a reward-related signal

that can motivate behavior, by virtue of the

known connections between the amygdala/OFC

and the striatum (30). Although the circuit is as-

sessed here in the context of a neuroeconomic

experiment, we believe that it subserves general

aspects of how organisms explore their environ-

ment: Under uncertainty, the brain is alerted to

the fact that information is missing, that choices

based on the information available therefore

carry more unknown (and potentially dangerous)

consequences, and that cognitive and behavioral

resources must be mobilized in order to seek out

additional information from the environment.

Understanding the neural basis of choice

under uncertainty is important because it is a

fundamental activity at every societal level, with

examples as diverse as people saving for retire-

ment, companies pricing insurance, and countries

evaluating military, social, and environmental

risks (17). The choices can vary greatly in the

level of information available to the decision-

maker about outcome probabilities. Standard

decision theory, however, precludes agents from

acting differently in the face of risk and am-

biguity. Our results show that this hypothesis is

wrong on both the behavioral and neural level,

and suggest a unified treatment of ambiguity

and risk as limiting cases of a general system

evaluating uncertainty. For neuroscientists, these

results introduce the important concept of vary-

ing degrees of uncertainty that is missing from

previous studies of reward and decision-making.

More generally, this study shows the value

of combining ideas and tools from social and

biological sciences (31, 32).
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A Conserved Checkpoint Monitors
Meiotic Chromosome Synapsis in

Caenorhabditis elegans
Needhi Bhalla1,2 and Abby F. Dernburg1,2*

We report the discovery of a checkpoint that monitors synapsis between ho-
mologous chromosomes to ensure accurate meiotic segregation. Oocytes con-
taining unsynapsed chromosomes selectively undergo apoptosis even if a
germline DNA damage checkpoint is inactivated. This culling mechanism is
specifically activated by unsynapsed pairing centers, cis-acting chromosome
sites that are also required to promote synapsis in Caenorhabditis elegans.
Apoptosis due to synaptic failure also requires the C. elegans homolog of PCH2,
a budding yeast pachytene checkpoint gene, which suggests that this sur-
veillance mechanism is widely conserved.

Meiosis requires two successive cell divisions:

one in which homologous chromosomes sep-

arate and a second that partitions sister chro-

matids. Accurate segregation depends on the

establishment of physical linkages (chiasmata)

between homologous chromosomes during mei-

otic prophase. Chromosome pairing, the polymer-

ization of the synaptonemal complex between

paired homologs (synapsis), and crossover recom-

bination are all required to generate chiasmata,

which enable proper chromosome alignment on

the meiotic spindle.

Defects in these early meiotic events can

lead to cell cycle arrest or apoptosis, indicating

that the events are monitored by checkpoints.

In budding yeast, a Bpachytene checkpoint[
responds to defects in homolog synapsis and/or

recombination Ereviewed in (1)^. Mammalian

meiosis may have two distinct checkpoints,

one that responds to synaptic failure and one

that responds to DNA damage (2–4). Because

synapsis and recombination are obligately cou-

pled in both Saccharomyces cerevisiae (5) and

mice (3, 6), it has been ambiguous whether

these checkpoints are triggered by recombination

defects or asynapsis. Here, we have exploited

the knowledge that synapsis can be complete-
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